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ABSTRACT 
In this paper, based on the simulation result the performance of MTC is compared as code rate decreases, the BER 

performance improves but overhead in the form of code bits increases. It is observed that 𝐵𝐸𝑅 = 10−3  at 𝐸𝑏 𝑁0⁄ =
1.5𝑑𝐵 for rate 𝑅 = 1 2⁄  CTC which is 0.7𝑑𝐵 and 1.1𝑑𝐵 away from 𝐸𝑏 𝑁0⁄  to achieve same BER for rate 𝑅 =
2 5⁄  𝑎𝑛𝑑 1 3⁄  CTC respectively. For rate 𝑅 = 1 2⁄  CTC, 𝐵𝐸𝑅 = 10−6 is shown at  𝐸𝑏 𝑁0⁄ = 2.2𝑑𝐵 which is 

0.2𝑑𝐵 and 0.3𝑑𝐵 away from  𝐸𝑏 𝑁0⁄  to achieve the same BER for rate 𝑅 = 2 5⁄  𝑎𝑛𝑑 1 3⁄ . Hence, the  reduction 

quality of the information signal improves.  
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      INTRODUCTION 
To design and simulate Communication system models Simulink provide communication block-set and 

communication toolbox. Using these standard tool different blocks can be used to design a model and we can 

connect these blocks directly. We can set different Parameters for these blocks according to the system requirement. 

We can send and retrieve data from the Simulink to Matlab workspace and from workspace to Simulink model for 

further processing of the data. 
 

SIMULATION MODEL 

CTC Model  

Turbo codes become a popular area of communications research when  presented at International Conference held on 

Communications in 1993 by C. Berrou, Glavieux, and Thitimajshima. Turbo codes can be achieved by using serial 

and parallel concatenation of two or more codes called as constituent codes. Such codes use interleaver between them 

so that data sequence for two encoders is different [1-3]. These codes can be either block codes or convolutional 

codes. Simulation model for calculation of BER for CTC code have no. of components. Model is designed using 

Simulink in Matlab. BER at different 𝐸𝑏 𝑁0⁄  is coumputed using this model. Component and parameters used are 

explain as follows: 

Bernoulli Binary Generator 

The number of elements in the Initial seed and Probability of a zero parameters becomes number of columns in 

frame based output or no. of elements in a sample-based vector output[4]. Table 1 below shows parameter used for 

Bernoulli binary generator for the simulation of the model of CTC 

Table 1 Parameter for Bernoulli Binary Generator 

Parameters Values 

Probability of Zero. 0.5 

Initial Seed 61 

Sample time 1 

Sample Per Frame 1024*256 

O/P Frame Based 

O/P Data Type Boolean 
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Turbo encoder 

CTC encoder consists of parallel concatenation of two rate 𝑅 = 1 2⁄  RSC encoders using random Interleaver. 

Parameter trellis structure defines no. of state, length of contained, code generator and feedback connection used in 

convolutional encoder [5]. Trellis structure shown is given by the generator polynomial. Random interleaver 

interleaves the information bit sequence using random permutations. 

Table 2 Parameters for CTC encoder 

RSC 

Encoder 

Parameters Values 

Trellis Poly-2-trellis (5, [37 21],37) 

O/P Truncated values(reset every frame) 

Random 

Interleaver 

No. of Element 1024*128 

Initial seed Parameter 54123 

 

Parallel-to-serial and Serial-to-Parallel Converter 
In the transmitter PISO converter is used to concatenate output of Deinterlacer, for transmition through the channel. 

The received signal is converted back using SIPO form at the receiver end using select row block. 

Puncturing and Padding Zeros 
Code rate is adjusted by Puncturing at the transmitter end. Puncturing vector define puncturing vector. The 

puncturing vector used is [1 1 0 1 0 1]. Puncturing vector shows that 3𝑟𝑑 and 5𝑡ℎ bit of every six bit is not 

transmitted. Padding ‘0’s block mainely used at the receiver end. ‘0’s padded using same vector as puncturing vector 

used at the transmitting end. Two ‘0’s are added for every four bits of signal received. Zeros are added at the 

position of punctured bit[6]. 

AWGN channel 
AWGN channel add white Gaussian noise to the input signal. The input and output signals can be real or complex. 

When it is found that the input signal is real then this block adds real Gaussian noise and produces a real output 

signal. When complex input signal is found, block adds complex Gaussian noise and produces a complex output 

signal[7-10]. Probability distribution for the noise is Gaussian distribution which depends on the variance. Variance 

of the channel is calculated using the equation as shown below. 

𝑁𝑜𝑖𝑠𝑒 𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒 =
𝑝𝑜𝑤𝑒𝑟 𝑜𝑓 𝑠𝑖𝑔𝑛𝑎𝑙 × 𝑠𝑦𝑚𝑏𝑜𝑙 𝑝𝑒𝑟𝑖𝑜𝑑

𝑠𝑎𝑚𝑝𝑒𝑙 𝑡𝑖𝑚𝑒 × 10
𝐸𝑠 𝑁0⁄

10
⁄     (1) 

Iterative SISO decoder 

This decoder is used for decoding the turbo code. Soft information is exchanged between two decoders. Soft output 

(𝐿(𝑢)) of first decoder is used by second decoder after interleaving, to make a decision about APP of information 

bit[11]. The Soft output of second decoder fed back to first decoder after deinterleaving and suitable delay. Random 

deinterleaver is used and the delay value should be multiple of length interleaver. APP of parity bits is terminated 

using terminator. 

Table 3 Parameters for SISO Decoder 

Name of Block Parameter Value 

APP 

Convolutional 

decoder 

Trellis parameter Poly-2-trellis(5, [37 21],37) 

Termination  Truncated 

Scaling Bits N0. 3 

Algorithm Decoding Max Log MAP 

Random Interleaver 

 and Deinterleaver 

No. of Elements 1024*128 

Seed 54123 

Delay Delay Samples 1024*128 

Hard decisions related to the information bits made by likelihood to binary transformation block. Information bit is 

decoded as one, when APP is greater than the positive otherwise decoded as zero[12]. 

Error Rate Calculation 

The Error Rate Calculation block compares the input data from transmitter with input data from the receiver. It 

calculates the error rate by dividing total no. of unequal pairs of data elements by total no. of input data elements 

from one source[13-15]. Error Rate Calculation can be used to compute the symbol or bit error rate, because it does 
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not consider the magnitude of the difference between the input data elements. If inputs available are bits, then the 

block computes the bit error rate. If the inputs available are symbols, then it computes symbol error rate. The block 

output is a three-element vector consisting of error rate, followed by no. of errors detected and the total number of 

symbols compared. This vector can be sent to the workspace or to an output port. Table 4 shows parameter used for 

error rate calculation block. 

Table 4 Parameter for Error Rate Calculation 

Parameter  Value  

Receive Delay 0 

Computation Delay 0 

Computation mode Entire Frame 

Data output Port  

 

Display 

This block displays value of BER calculated by error rate calculation block. Amount of data which appears and time 

steps at which the data appears depend on the Decimation block parameter and Sample Time. Decimation parameter 

enables to the display data at every nth sample, where n is the decimation factor. The default decimation is ‘1’ which 

displays data at every time step[16]. Sample Time, that can be set with set_param, specifies sampling interval at 

which to display points. 

Table 5 Parameter for Display 

Parameter Value 

Output Format Short 

Decimation 1 

 

RESULTS AND DISCUSSION 
BER performance of rate 𝑹 = 𝟏 𝟑⁄  CTC 

Figure 1 shows BER performance for rate 𝑅 = 1 3⁄  CTC coded data in accordance with simulation parameter 

mentioned above.  

 

Figure 1 BER Performance of Rate 𝑹 = 𝟏 𝟑⁄  CTC for Different Iteration 

Puncturing block is not used in the simulation model shown in the figure 1 to construct a Simulink model for 

rate 𝑅 = 1 3⁄  CTC. BER performance for different iteration is shown in the figure. 

Table 6 comparison of  𝑬𝒃 𝑵𝟎⁄  for Different Iteration 

Iteration 𝐸𝑏 𝑁0⁄ (𝑑𝐵) ≈         , for 

BER = 10−3 BER = 10−4 BER = 10−5 BER = 10−6 

1 1.8 2.4 4.0 5.0 

2 0.3 0.9 1.5 2.1 

3 - 0.1 0.6 1.2 

4 - - 0.2 0.9 
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5 - - 0.1 0.9 

6 - - 0 0.9 

BER Performance of Rate 𝑹 = 𝟐 𝟓⁄  CTC 

Figure 2 shows BER performance for rate 𝑅 = 2 5⁄  CTC coded data. Simulation setup and parameters are same as 

for rate 𝑅 = 1 3⁄  except for the puncturing block. Puncturing block is used with puncturing vector [1 1 1 1 0 1] to 

change code rate from 𝑅 = 1 3⁄  to 𝑅 = 2 5⁄ . Puncturing vector shows that fifth bit out of every six bit is not 

transmitted. Here rate 𝑅 = 2 5⁄  CTC is simulated up to 6 iterations. 

 

Figure 2 BER Performance of Rate 𝑹 = 𝟐 𝟓⁄  CTC for Different Iteration 

 Simulation result shows that BER performance improves as 𝐸𝑏 𝑁0⁄  increases. Error convergence is fast as 

number of iteration increases. From the simulation result it is observed that, with increase in no. of iterations BER 

performance improves. Table 7 shows the values of 𝐸𝑏 𝑁0⁄  to achieve different BER for different iteration. 

 Table 7 comparison of  𝑬𝒃 𝑵𝟎⁄  for Different Iteration 

Iteration 𝐸𝑏 𝑁0⁄ (𝑑𝐵) ≈         , for 

BER = 10−2 BER = 10−3 BER = 10−4 BER = 10−5 BER = 10−6 

1 1.5 2.5 3.5 4 5.5 

2 0.5 1.5 2 2.5 3 

3 0.1 0.5 1 1.5 2 

4 0 0.3 0.7 1.3 2 

5 - 0.1 0.5 1 2 

6 - 0 0.4 1 2 

 

BER Performance of Rate 𝑹 = 𝟏 𝟐⁄  CTC 

Simulation setup and parameters are same as for rate 𝑅 = 2 5⁄  CTC. Puncturing vector [1 1 0 1 0 1] is used to 

change code rate from 𝑅 = 1 3⁄  to 𝑅 = 1 2⁄ . Zero at 3𝑟𝑑 and 5𝑡ℎ bit position in the puncturing vector shows that 

3𝑟𝑑 and 5𝑡ℎ bits out of every six bit are punctured. Here this model is simulated up to sixteen iterations. 
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Figure 3 BER Performance for rate 𝑹 = 𝟏 𝟐⁄  CTC for Different Iteration. 

Table 8 comparison of  𝑬𝒃 𝑵𝟎⁄  for Different Iteration 

Iteration 𝐸𝑏 𝑁0⁄ (𝑑𝐵) ≈ ⋯, for 

BER = 10−2 BER = 10−3 BER = 10−4 BER = 10−5 BER = 10−6 

1 2.5 3.5 5 5.5 6 

2 1.8 2.5 3.5 4 4.5 

3 1.5 2 2.5 3 3.5 

7 1 1.3 1.5 1.8 2 

12 0.7 0.9 1.2 1.4 1.5 

16 0.7 0.8 0.9 1 1.5 

 

Table shows that 𝐵𝐸𝑅 = 10−4 is achieved at 𝐸𝑏 𝑁0⁄ = 5𝑑𝐵 for first iteration which is 1.5𝑑𝐵 and 2.5𝑑𝐵 away from 

𝐸𝑏 𝑁0⁄  to achieve same 𝐵𝐸𝑅 for second and third iteration respectively. Table shows that as number of iteration 

increases gain in 𝐸𝑏 𝑁0⁄  decreases for the successive iteration for same value of BER. For 12𝑡ℎ and 16𝑡ℎ iteration, 

gain is 4.5𝑑𝐵 and 4𝑑𝐵 respectively over first iteration. Gain is negligible for 12𝑡ℎ iteration over 16𝑡ℎ iteration. 

BER Comparison of Rate 𝑹 = 𝟏 𝟐⁄ , 𝟏 𝟑⁄  𝒂𝒏𝒅 𝟐 𝟓⁄  CTC 

In communication system bandwidth and data capacity are two important considerations. For rate 𝑅 = 1 2⁄  CTC one 

information bit produce two code bit, for rate 𝑅 = 2 5⁄  CTC two information bits are coded as five bits and for rate 

𝑅 = 1 3⁄  CTC one information bit is coded as three bits. This means as code rate decreases bandwidth required to 

transmit information signal increases. Comparison of BER performance over AWGN channel is shown in the figure 

4 for rate 𝑅 = 1 2⁄ , 1 3⁄ 𝑎𝑛𝑑 2 5⁄  CTC. Bandwidth requirement for rate 𝑅 = 1 3⁄  CTC is more than rate 𝑅 = 2 5⁄  

and 𝑅 = 1 2⁄  CTC. Table 9 presents comparison of 𝐸𝑏 𝑁0⁄  to achieve different BER values for 𝑅 =
1 3⁄ , 2 5⁄  𝑎𝑛𝑑 1 2⁄  CTC. 
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Figure 4 BER Comparison for rate 𝑹 = 𝟏 𝟐⁄ , 𝟐 𝟓⁄  𝒂𝒏𝒅 𝟏 𝟑⁄  CTC 

 Simulation result shows that BER performance of rate 𝑅 = 1 3⁄  CTC is best and BER performance of rate 

𝑅 = 2 5⁄  CTC is better than rate 𝑅 = 1 2⁄  CTC for low signal to noise ratio. There is a big difference in the BER 

performance of rate 𝑅 = 1 2⁄  and rate 𝑅 = 1 3⁄  CTC up to 𝐸𝑏 𝑁0⁄ = 1 𝑑𝐵. For higher value of  𝐸𝑏 𝑁0⁄  BER 

performance is nearly same for rate 𝑅 = 1 3⁄  and 𝑅 = 1 2⁄  CTC. 

Table 9 𝑬𝒃 𝑵𝟎⁄  comparison for rate 𝑹 = 𝟏 𝟐⁄ , 𝟐 𝟓⁄  𝒂𝒏𝒅 𝟏 𝟑⁄  CTC 

Code Rate 

R 
𝐸𝑏 𝑁0⁄ (𝑑𝐵) ≈         , for 

BER = 10−2 BER = 10−3 BER = 10−4 BER = 10−5 BER = 10−6 

1 2⁄  1.2 1.5 1.8 2 2.2 

2 5⁄  0.4 0.8 1.4 1.8 2 

1 3⁄  0.2 0.4 1.2 1.7 1.9 

 

Simulation result shows that 𝐵𝐸𝑅 = 10−3 is shown at 𝐸𝑏 𝑁0⁄ = 1.5𝑑𝐵 for rate 𝑅 = 1 2⁄  CTC which is 0.7𝑑𝐵 and 

1.1𝑑𝐵 away from 𝐸𝑏 𝑁0⁄  to achieve same BER for rate 𝑅 = 2 5⁄  𝑎𝑛𝑑 1 3⁄  CTC respectively. For rate 𝑅 = 1 2⁄  

CTC, 𝐵𝐸𝑅 = 10−6 is shown at  𝐸𝑏 𝑁0⁄ = 2.2𝑑𝐵 which is 0.2𝑑𝐵 and 0.3𝑑𝐵 away from  𝐸𝑏 𝑁0⁄  to achieve the same 

BER for rate 𝑅 = 2 5⁄  𝑎𝑛𝑑 1 3⁄ .  

CONCLUSION 
This is concluded from simulation result that as the code rate decreases BER performance improves but overhead in 

the form of code bits increases. It is also obtained as the code rate reduction quality of the information signal 

improves but bandwidth requirement increases for transmitting the same information signal. 
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